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Abstract— Appropriate waste sorting between biodegradable and non-biodegradable materials plays an essential role in
developing sustainable waste management systems. Waste management failure produces three essential environmental problems
that stem from pollution and reaching landfill capacity and needlessly using available resources. This study investigated the
automatic waste sorting method using deep learning algorithms with the VGG16 model at the core. Transfer learning enables the
system to handle waste efficiently with reduced human needs while improving the accuracy of waste sorting operations. The
automated waste management system helps promote recycling success while achieving environmental benefits in addition to
supporting sustainability progress. The experimental developments demonstrated satisfactory achievements although the study was
limited by small dataset availability and difficulties distinguishing similar waste types and unclear images resulting from
environmental conditions. Accurate outcomes will emerge by enhancing the model and performing data augmentation to address
current problems with the system. Traditional manual sorting methods show insufficient efficiency which drives the development
of this research because these procedures take too much time and contain frequent mistakes. The use of AI-driven waste
classification technology in municipal waste management leads both to enhanced process efficiency and cleaner cities and
sustainable future outcomes.
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I. INTRODUCTION
Worldwide environmental and public health concerns

have intensified because of the quick increase in waste
quantities. Current waste segregation operations based on
manual labour experience problems with ineffective methods
along with inconsistent sorting results. Waste classification
becomes more accurate and efficient with the application of
AI-powered deep learning models specifically using transfer
learning. This paper develops an intelligent waste
classification system based on the VGG16 model that utilizes
extensive pre-trained data to identify recyclable from organic
waste materials.

The waste sorting system of Eco Clean does not contain
an effective large-scale automated sorting process. Human
sorting of waste creates both laborious work and
opportunities for mistakes which result in recyclable
materials getting contaminated. The motivation behind this
research involves exploiting machine learning and computer
vision techniques to develop automated waste product
categorization which enhances operational speed and lowers
contamination incidents. The research depends on transfer
learning to execute image classification tasks with a pre-
trained VGG16 model.

The main objective of this research is to create an
automatic waste classification method which distinguishes
recyclable waste from organic waste through image
processing. After completing this research you will get an
operational model through transfer learning that can be
utilized in current waste management systems. The
integration of AI-driven automation seeks to boost waste
management efficiency levels and build better sustainability
for the future.

II. LITERATURE REVIEW
AI waste classification systems have recently become a

significant point of focus in modern waste management.
Multiple scientific investigations demonstrate that deep
learning technologies specifically Convolutional Neural
Networks (CNNs) demonstrate high efficiency in waste
segregation image-based classification duties.

The researchers in [1] studied CNN architectures for
waste classification tasks yet discovered that such models
trained from scratch demanded substantial datasets along
with significant computational resources. Transfer learning
through VGG16 deployment became the solution to address
these limitations which introduced into the model framework
of [2]. Transfer learning produces two main effects which
enhance both prediction success rates and acceleration of the
training process.

The researchers in [3] studied how dataset quality and
augmentation methods affect classification performance
results. A well-prepared dataset based on their research
findings improves model ability to generalize and reduces
classification mistakes. The paper from Wang and Zhao [4]
discusses extensive research about how AI technologies
specifically CNNs and transfer learning transform smart
waste management by enhancing efficiency and scalability.

Recent advancements in technology indicate artificial
intelligence models along with Internet of Things systems
can effectively classify waste. Engineers produced an AI-
controlled intelligent waste receptacle that applied real-time
waste sorting abilities and followed automated waste
extraction protocols as described in [6]. The successful AI
implementations showcase how AI optimizes efficient waste
management operations according to [7]-[8].
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This research adopts VGG16 model with transfer
learning to establish innovative waste classification
approaches that achieve precise and efficient detection for
recyclable and organic materials.

By the end of this research, we will be able to:

• Apply transfer learning using the VGG16 model for
image classification.

• Prepare and pre-process image data for a machine-
learning task.

• Fine-tune a pre-trained model to improve
classification accuracy.

• Evaluate the model’s performance using appropriate
metrics.

• Visualize model predictions on test data.

By completing these objectives, we will be able to apply
the techniques in real-world scenarios, such as automating
waste sorting for municipal or industrial use.

III. METHODOLOGY

To perform this task in a real-time scenario, it is
necessary to follow the major steps that can elaborate the
significance of developing the source required for our Waste
Classification using the Transfer Learning approach.

Fig 1: Model Architecture for AI-based waste segregation

A. Data Collection & Pre-processing
The primary step involves gathering a diverse and

representative dataset of waste images, which is crucial for
training a robust and accurate AI model [9]. This dataset
must encompass a wide array of waste materials, including
but not limited to plastics, paper, metal, glass, organic waste,
electronic waste, and medical waste, to ensure the model's
adaptability to real-world scenarios [10]. Images are pre-
processed to standardize their format, size, and quality,
typically involving resizing, noise reduction, and
normalization to enhance the model's learning efficiency and
accuracy. The complete architecture for waste segregation is
shown in Fig. 1 and flow chart is depicted in Fig. 2. A
diverse dataset comprising images of recyclable and organic
waste was gathered from publicly available sources (from
Kaggle) and manually labelled as “Recycled Waste” and
“Organic Waste”. Some sample images of Organic items are
shown in Fig. 3 and recycled items are shown in Fig. 4.

Fig 2: Flow chart of waste segregation

Fig 3: Images of Organic items

Fig 4: Images of Recycled items

B. Model Selection and Transfer Learning
The pre-trained VGG16 architecture, renowned for its

effective feature extraction capabilities, was chosen as the
foundation model. The lower layers were frozen to preserve
the learned feature representations, while the upper fully
connected layers were adapted and fine-tuned to specialize in
waste classification tasks.
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Obtaining the necessary libraries, such as NumPy, Keras,
TensorFlow, pandas, and matplotlib, is a crucial step for
executing our research successfully. These foundational
packages will enable us to pre-process the data, build and
train the AI model, and conduct comprehensive analyses to
achieve our research objectives. Determining the
TensorFlow version is the next crucial step. This information
will provide valuable insights into the environment and
capabilities we are working with, thereby guiding our
subsequent model selection and implementation decisions.
Printing the TensorFlow version is a straightforward
approach to obtain this crucial data point.

Conducting thorough background research and
understanding the problem domain is a crucial step before
initiating the implementation process. This foundational
knowledge allows for the selection of the appropriate model,
which in turn facilitates the acquisition of the desired results
and accurate analysis.

C. Model Traning and Optimization
The training process involves feeding the model pre-

processed waste images, enabling it to learn differentiating
features and patterns associated with each waste category.
The modified VGG16 model was trained on the pre-
processed waste image dataset. Hyper parameter
optimization, encompassing adjustments to batch size,
learning rate, and optimizer selection, was conducted to
enhance model performance. Cross-entropy loss was utilized
as the objective function, and the Adam optimization
algorithm was leveraged to expedite model convergence. The
primary task entails testing and training the dataset images to
obtain the necessary samples for deriving meaningful
insights. The label 'O' denotes that the image represents
organic waste.

A set of five closely aligned images of strawberry as
depicting in Fig. 5, each exhibiting minor variations in
orientation. The individual images appear to have been
rotated to different angles while maintaining a consistent
background. This arrangement suggests the utilization of
data augmentation techniques, a common practice in
machine learning to enhance model training and improve
classification capabilities by exposing the model to diverse
representations of the same object. The purpose of these
variations is to help the model recognize the object from
different perspectives and improve classification accuracy.
instances.

Fig 5: Augmentation of Image

D. Transfer Learning with Pre-Trained Models
Pre-trained models refer to neural networks that have

been previously trained on extensive datasets to improve
classification accuracy. These pre-existing models are
commonly employed for large-scale image classification
tasks. They can be utilized as it is or adapted to a specific
task through a process known as transfer learning. These pre-
trained models serve as the foundation for transfer learning,
allowing researchers to leverage the knowledge gained from

general image recognition to address domain-specific
challenges.

The approach involves flattening the output of a pre-
trained VGG model and assigning it to the model's output
layer. Subsequently, a Model object, referred to as the base-
model, is utilized to encapsulate the layers as a cohesive unit
for the purposes of training and inference. The inputs to this
model are derived from the VGG model's input, while the
outputs are obtained by applying the tf.keras.layers.Flatten()
operation to the flattened representation.

Subsequently, the base model is frozen to preserve the
previously learned feature representations. A new model is
then constructed, building upon the base model. This new
model incorporates a Dropout layer for regularization, which
is the only component that is modified, while the lower
layers of the base model are set to training is equal to False
when invoked.

The Table I showcases the structure of the proposed
model and the key parameters associated with each layer.
The configuration of the layers is meticulously designed to
strike a balance between feature extraction and
computational efficiency, ensuring optimal performance
while minimizing resource requirements.

Table I: Parameters associated with each layer

Table I shows a summary of a deep learning model with
a sequential architecture. It lists different layers, their output
shapes, and the number of parameters associated with each
layer.

• The model begins with a functional layer that has
14,714,688 non-trainable parameters.

• It includes dense (fully connected) layers with different
numbers of neurons, such as 512 and 1, which contribute
to trainable parameters.

• Dropout layers are present, which help prevent
overfitting by randomly deactivating some neurons
during training.

• The total number of parameters in the model is
19,172,673, with 4,457,985 trainable parameters and
14,714,688 non-trainable parameters.

http://www.ijetjournal.org/


International Journal of Engineering and Techniques-Volume 11 Issue 5,
September - October - 2025

ISSN: 2395-1303 https://ijetjournal.org/ Page 222

This suggests that the model is likely using a pre-trained
feature extractor, with only the dense layers being trained for
a specific task.

E. Assessing Model Performance
The trained model's performance was evaluated using

accuracy, precision, recall, and F1-score metrics to assess its
classification effectiveness. Confusion matrices and Receiver
Operating Characteristic curves were generated to provide
more in-depth insights into the model's capabilities.

To assess the model's performance, we first need to
configure the evaluation setup. The model will be compiled
with the following parameters:

Loss function: 'binary_crossentropy'

Optimizer: optimizers.RMSprop (learning rate = 1 e-4)

Evaluation metrics: [‘accuracy’]

Fig 6: Performing epochs

*Note: we will also use Early-stopping to avoid the over Training the
model.

The Fig. 6 shows the training progress of a deep learning
model over multiple epochs. Every line shows epoch data
with accuracy and loss measurements as well as validation
accuracy, validation loss and learning rate values. The model
requires several iterations which equate to one epoch.

• The training duration extends over 12 epochs and reports
step-time measurements for each epoch.

• The model updates accuracy and loss values during each
epoch run to show its training development.

• Additional recordings of validation accuracy and
validation loss will aid in assessing how well the model
performs upon unseen information.

• The learning rate remains constant at 1.0000e-06, which
affects how the model updates its parameters during
training.

The performance log provides critical information about
how the model learns and its continuous development
together with signposts about needed changes to hyper
parameters.

F. Performance Evaluation: Loss and Accuracy Curves
Analysing the loss curves of training and validation sets

helps to identify both the model training process as well as
possible over fitting or under fitting problems. The analysis

of loss curves helps evaluate model performance to inform
modifications of hyper parameters.

The learning dynamics of the model appear through the
multiple epochs depiction in Fig. 7 which presents training
and validation loss curves. The descent pattern for both
curves indicates that training worked successfully and
enhanced model generalization. The narrow spacing between
these plots shows that over-fitting is minimal and the
performance stands well-balanced. Model evaluation and
hyper parameter optimization need these curves for their
assessment and improvement of overall performance.

The accuracy curve graph demonstrates how an extracted
feature model achieves training and validation accuracy at
different stages of multiple epochs as depicted in Fig. 8. The
accuracy assessment covers model epochs that are displayed
on the x-axis and model accuracy measurements that stand
on the y-axis. During the training process the accuracy rate
increases steadily while showing progress as the model
obtains new information from the available data. The orange
line represents the validation accuracy, which starts at a
higher value and stabilizes around 85%. Initially, the training
accuracy is lower, but it improves significantly over time,
eventually reaching close to the validation accuracy. This
suggests that the model is learning effectively and
generalizing well to new data without significant over fitting.

To improve the model's performance, an important aspect
to consider is the use of a popular technique that can
significantly contribute to the application's functionality and
help achieve the desired output.

Fig 7: Loss curve graph of training and validation sets

G. Enhancing Model Performance through Fine-Tuning
Fine-tuning is an optional step in transfer learning that

often improves the model's performance. You will unfreeze
one layer from the base model and retrain it. Similar to the
previous approach, you will create a new model on top and
add a Dropout layer for regularization. After fine-tuning, we
will analyse the graphs again. This activity will provide a
clear understanding of the required results, enhancing the
development of meaningful outcomes for better decision-
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making.

Fig 8: Accuracy curve graph for training and validation sets

Fig 9: Loss curve graph for training and validation sets (fine-tuned model)

Fig 10: Accuracy curve graph for the training and validation set (Fine-
tuned model)

Fig. 9 and Fig. 10 present the loss and accuracy curves of
the fine-tuned model over multiple epochs. The training and
validation loss as shown in Fig. 9 exhibit a consistent
downward trend, indicating effective learning and
generalization, despite minor fluctuations in later epochs.
Similarly, the training and validation accuracy as shown in
Fig. 10 show a steady upward trend, reaching approximately
90%, with minimal divergence between the curves,
suggesting robust performance with negligible over fitting.

To evaluate the performance of both models, the
following procedure was followed: the trained models
(extract_features_model.h5 and fine_tuned_model.h5) were
loaded using Tensor Flow. Test images were pre-processed
and loaded using Image Data Generator. Both models then
generated predictions on the test set, which were converted
to class labels. Finally, classification reports were generated
using sklearn.metrics to assess the models’ performance.

Fig. 11: Extracting the featured models

Fig. 11 presents a performance comparison between the
Extract Features Model and the Fine-Tuned Model using
precision, recall, and F1-score for classes "O" and "R." The
Extract Features Model achieved an overall accuracy of 0.78,
while the Fine-Tuned Model showed improved results with
an accuracy of 0.84. Testing results demonstrated that the
Fine-Tuned Model excelled over all metrics because fine-
tuning proves to be an effective classifier performance
improvement technique.

IV. RESULTS AND DISCUSSION

The experimental findings show that using a fine-tuned
VGG16 model in transfer learning has resulted in a
substantial improvement of waste classification accuracy.
The model reached above 90% precision for separating
recyclable waste from organic waste while outperforming
standard CNNs designed independently. Transfer learning
proves its ability to boost model execution through these
findings. Additional research demonstrates that high-quality
dataset standards and augmentation methods particularly
normalization and data augmentation techniques enhance
generalization capability while reducing classification errors.
The reliable performance of the proposed model is
established through precision and recall along with F1-score
evaluation metrics across different waste categories.
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Fig. 12: Predicting Strawberry as Organic

To ensure model interpretability and transparency,
visualization techniques like Grad-CAM were employed.
The visual representations shed light on how the model
performs its classifications thus improving its explainability
features. The model achieved accurate results when
identifying a strawberry as “O” (Organic) and correctly
identifying the “R” (Recycled) status of images with multiple
elements as illustrated in Fig. 12 and Fig. 13. The effective
model convergence was confirmed through both loss and
accuracy curve analysis methods. Smart waste management
systems demonstrate good potential to apply this model
which opens possibilities for sustainable automated waste
segregation.

Fig. 13: Output generation

V. CONCLUSION AND FUTURE SCOPE

This research executed a transfer learning-based waste
classification system which proved effective through its
findings. Our aim was to integrate the proposed model into
IoT-enabled waste monitoring systems incorporating smart

bins to improve waste management automation capabilities.
A new approach uses advanced technology to merge AI
systems with IoT networks and real-time monitoring
functions in order to evolve waste disposal processes. Smart
bins that use sensors together with real-time image
processing can perform automated waste classification and
sorting independently without human assistance at their
source. Cloud analytics together with data storage allows
ongoing model optimization and real-time system oversight.

Future research will focus on implementing edge
computing for on-device inference, enhancing processing
speed while reducing energy consumption. A unified system
between AI and IoT has the ability to build automatic waste
removal mechanisms that enhance waste recovery statistics
as well as minimize environmental effects. Further research
activities will combine works on developing IoT-powered
smart bins prototypes along with field tests that validate real-
time deployment viability while expanding the waste
category data to enhance model prediction effectiveness.
Through the integration of AI technology with IoT systems
and real-time monitoring approach makes substantial
improvements to waste sustainability while achieving both
landfills waste reduction and recycling efficiency.
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