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Abstract— The analysis of legal cases takes time which
is indeed resource intensive and also involves a
thorough review of recent and previous case documents,
case decisions and legal arguments. In this study, we
have proposed a deep-learning algorithm to automate
the process of verdict classification. In this study, we
propose a deep learning-based approach to automate
the process of verdict classification and fine estimation
using effective natural language processing (NLP)
methods. We have also incorporated Latent Dirichlet
Allocation (LDA) for topic modeling, and then we used
the TextCNN and TextDenseNet models to classify legal
cases as a guilty or not guilty verdict. We have included
a regression based fine estimation model to predict an
appropriate fine for instances where a case falls into the
guilty classification. In order to train the system to
improve contextual analysis, data from legal case
transcripts and data on word embeddings
(Word2Vec/GloVe) are used. The results show that the
architecture outperforms traditional systems based on
rules in respect of case classification and fine prediction.
The study involves legal decision support systems and
focuses on improving efficiency and consistency in
providing legal conclusions.
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I. INTRODUCTION
The legal field has multiple different formats:

documents, written transcripts, and court records. Legal
practitioners may struggle with choosing the correct
documents that are most relevant to a specific case,
which often leads to slow, costly, manual reviews. Pulling
specific information from large volumes of legal text is
not only a time taking task but also demands significant
computational resources. On top of this, the difficulties
associated with efficiently storing and processing such
extensive documents hinder both accessibility and overall
workflow. To address these challenges, this study
presents an Ai model that automates the classification of

verdicts and forecasts case outcomes, leveraging efficient
deep learning methodologies.

The proposed system contains Latent Dirichlet
Allocation for topic modeling, which categorizes legal
documents into meaningful groups. Once classified, deep
learning models such as TextCNN and TextDenseNet
process the text to determine whether a defendant is
guilty or not guilty. If it is predicted guilty, a fine
prediction model estimates the penalty amount based on
prior legal precedents. This model enables legal
professionals to efficiently query classified case
documents, retrieving relevant information without
disrupting the semantic integrity of legal texts.

So we come up with a solution that is both scalable
and effective for analyzing legal cases. Instead of dealing
with large amounts of legal text, the system provides a
summarized, organized reference, which improves
focusing on certain things and also storing efficiently
while maintaining legal accuracy. This method not only
automates the process of verdict classification but also
aids in judicial decision making by predicting fines based
on historical cases. By using AI models, the system
reduces manual work, speeds up legal research, and
ensures consistency in case evaluations.

The system presented in this paper ensures that legal
documents are properly classified and that query based
information extraction is done properly. Additionally, it
guarantees that the semantic meaning of the documents
remains intact, making it a reliable tool for legal
professionals.

The structure of this document is as follows: Section 2
explores the background information and previous
studies. In Section 3, we outline the approach proposed in
this research. Section 4 highlights the system's features
and the methods used for classification. Section 5 covers
the detailed implementation and how the query
processing is carried out. In Section 6, we present the
system's evaluation results. Finally, Section 7 concluded
and potential avenues for future work.
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II. LITERATURE SURVEY

There is a growing integration of Artificial Intelligence (AI)
towards legal purposes, which helps with decision making,
research, and efficiency in the judiciary. Several previously
published studies have examined alternative methods
(i.e., computational argumentation, decision-support
systems, and AI-driven prediction of case outcomes) aimed
at improving legal reasoning or increasing the efficiency of
the legal profession. [1] wrote about an explainable AI
decision-support system for legal reasoning, specifically
focused on the European Court of Human Rights. Their
model used a computational argumentation model to
predict case outcomes with 97% accuracy while having a
prime focus on trustworthy AI and explainability for the
legal profession. The research pointed out aspects where AI
has potential utility to help inform decision-making in law,
while also providing transparency and usability. Very few
others [2] have considered AI's role in the practice of law
as well/or in hybrid legal decision-support systems that
employ data science paradigms for the purposes of legal
research, risk assessments, and/or excess legal decision-
making. This research is primarily about automation that
lessens manual effort and makes the practice of law more
effective. This research talks about AI as a means to
improve workflow automation and data-driven decision-
making in a law firm. Likewise, some [3] explored how the
AI phenomenon could contribute to addressing 47 million
pending cases within the Indian formal judicial
structure.The authors reviewed AI use for legal research,
legal reasoning, and forecasting outcomes of cases and
developed the foundation for improving judicial
effectiveness. The study took a look at issues of AI use,
such as overcoming bias, navigating legal precedent, and
associated costs of deployment, and described the
possibility of using AI in the context of Indian law. [4]
Analyzed Legal Judgment Prediction (LJP) through deep
learning models and examined case outcomes to predict
civil and criminal cases. This article explained the most
advanced and suitable LJP algorithms during the time
period from 2018 to 2022 understanding as it relates to the
applicable law sections, charges and possible outcomes.
The study initiated a taxonomy of legal judgment
prediction designed to group the legal outcomes by
criminal legal cases and civil legal cases and compared
them in relation to the models being used to predict them,
the datasets used, and their application to potential barriers
to be effective. This study provided information on how
deep learning can improve accuracy of the prediction of
judgment and can be a helpful first step for legal
professionals to establish analytical assessments and
possibilities of outcomes of legal cases.
[5] Discovered the applications of AI and machine learning
in India’s legal system and also discussed how these
technologies can address inefficiencies, case backlog, and
improve justice. Their study proposes AI-powered legal
research tools that assist in analysing legal cases and
precedent identification. Natural Language Processing
(NLP) algorithms are used for sorting legal documents,
helping attorneys and judges to efficiently access relevant
information. The study also helps in identifying legal risks,
anomalies, and reducing costs using AI-based analysis and
document screening tools. This research shows
improvement in accuracy and efficiency in India’s judicial
framework using AI. [6] Thorough analysis of the role of

AI in predicting legal judgments and focussed on the
CNN+LSTM model, which has in turn shown high
accuracy in predicting judgement. The study deals with the
impact of machine learning algorithms in court
proceedings, focuses on how AI improves evidence
collection, reduces privacy concerns, and accelerates
efficiency in decision-making of judicial cases. The paper
highlights the ability of AI to transform the judicial and
legal ecosystem, making judicial processes more accurate
and reducing the burden on humans for making decisions.
[7] The integration of artificial intelligence (AI) in the legal
sector is revolutionizing the way justice is administered. By
employing advanced technologies, judges can access more
objective and data-informed insights when making
decisions. This involves extracting key features from civil
judgments and creating comprehensive knowledge graphs
to support legal reasoning. [8] Deep learning techniques,
such as artificial neural networks, come into play by
analyzing discretionary factors pertinent to various legal
cases. This capability not only aids judges in enhancing the
quality of their decisions but also promotes a more
systematic and efficient judicial process.[9] The research
also highlights AI's growing role in regulatory compliance
and case outcome projections, revealing its transformative
power within the legal profession. The ability of AI to
improve efficiency and reduce manual workloads
underscores its positive impact on the practice of law.
Attention is also given to the intersection of big data and AI
in analyzing legal evidence. The study investigates
variations in citation and download trends across different
regions, addressing how cultural factors shape the adoption
of AI in legal frameworks. Through statistical assessments,
such as regression analysis and hypothesis testing, the
research measures the rates at which AI technologies are
implemented and their influence on legal
decision-making.[10] The benefits of AI in the legal system
and law enforcement, highlighting how AI can aid courts
and assist law enforcement in solving cases. Their study
discusses AI applications in legal research, criminal law,
and civil law, demonstrating how AI can analyze large
volumes of legal data, predict case outcomes, and assist in
law enforcement operations. The research emphasizes AI's
potential to reduce judicial backlog, improve public safety,
and enhance overall legal efficiency. [11] The authors
developed an AI chatbot for automated legal assistance.
The chatbot uses Natural Language Processing (NLP) and
Machine Learning functionality to assist practitioners, and
improves the legal assistant’s ability to complete legal
tasks. It retrieves and ranks relevant legal texts based on
user queries, achieving an accuracy rating of greater than
80 percent. The contribution notes various legal tasks that
are either not practical or timely, although AI has the
potential to change the dynamic and outcome of the tasks.
The overall outcome suggests AI for new legal assistant
ability can lessen the time required for legal research,
enhance legal advice accuracy, and improve legal
information access. Future research avenues suggest
extending automated Assistant with additional capabilities,
including case law review, contract review, and automated
drafting.
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III. PROPOSED SUMMARIZEDMODEL

Figure 1.1: Legal Case Analysis System Flowchart

The system (Fig. 1) is divided into four core components:
Topic Modeling, Summarization, Verdict Classification,
and Fine Prediction. The goal of this AI-powered
framework is to streamline legal case analysis by
automating the classification of cases, predicting verdicts,
estimating fines, and helping legal professionals quickly
access pertinent case information.

Step 1: Input Processing

The system takes legal case documents as input, which can
be in various formats (PDFs, text files, scanned
documents). Using Optical Character Recognition (OCR)
and Natural Language Processing (NLP), the textual
content is extracted and preprocessed, removing stop
words and standardizing legal terminologies.

Figure 1.2: Illustration of the proposed method

Step 2: Topic Modeling using LDA

Latent Dirichlet Allocation (LDA) is used for
categorization of legal documents. This model groups legal
texts based on predefined topics like criminal law, fraud,
intellectual property disputes, and civil offenses. With
this, individual documents may have probability
distributions over multiple topics, enabling document
multi-label classification.

Step 3: Verdict Classification using Deep Learning

Once the topic classification is complete, the model will
predict the final verdict in the case. Below we explain
TextCNN and TextDenseNet, which are both
state-of-the-art deep learning models specifically designed
for text classification tasks:

● TextCNN is particularly adept at capturing
important n-grams (sequence of n written words)
and local dependencies found in text, and thus it is
well suited for determining important legal
phrases that will drive case outcomes in courts of
law.

● TextDenseNet improves upon this notion and
enhances feature extraction by densely connecting
the convolutional layers to enable information to
be passed between and across many different
layers. This will allow the model to gain ideal
feature extraction and accuracy in predicting legal
verdicts.

Our model relies on the past legal data and predicts the
final verdict to reach case determinations of 'Guilty,' or 'Not
Guilty'.

Step 4: Fine Prediction (Penalty Estimation)

When a classification of 'Guilty' is made the model will
then move to estimating the potential fine, using a
regression based model for these estimates. The regression
model considers:

● Case precedents (past fines for similar cases).
● Severity of the offense (monetary fraud amount,

level of crime).
● Legal statutes and penal codes (statutory minimum

and maximum penalties).
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Using historical fine distributions and applicable legal
factors, the system develops an estimated monetary penalty,
or alternative legal options of guilty verdicts (e.g.,
probation, or community service).

Step 5: Summarization & Legal Query Processing

After the case has been parsed and fined, the case material
undertakes an extractive summarization process, which
retains the important legal issues, rulings, and sentencing
while eliminating duplicative information. The underlying
system produces concise summaries that are legally
accurate instead of storing the original full-length case
documentation, leading to reduced storage use.

The last component is Legal Query Processing which is
acting more like an intelligent legal assistant:

● Users input natural language legal queries, such as
“What is the usual penalty for corporate fraud?”

● The system identifies the relevant topic using
LDA.

● A deep learning-based Question Answering (QA)
model retrieves the most relevant legal cases and
verdict summaries.

● The system ranks results using a probability-based
matching algorithm, ensuring precise and
contextually relevant responses.

IV.METHODOLOGIES
A. TOPICMODELLING

The documents for legal cases contain various files from
various legal domains. Complete retrieval and analysis of
these documents requires efficient classification techniques.
LDA has been proposed to find the distribution of words in
a legal document corpus and retrieve legal topics embedded
within each document. Unlike traditional classification
approaches where a document is labeled with one
classification, LDA considers a document as a combination
of many topics which allows for multi-class classification.
This means that a single legal case can be classified under
different themes like corporate law, criminal law,
intellectual property issues, and even civil lawsuits.

The first step is text preprocessing, which includes the
removal of stop words, punctuation, and other non-relevant
words. In text preprocessing also lemmatization is done in
which the words are reduced to their base form leading to
uniformity in representation of the input text. The initial
step of the algorithm is to load each document and assign
random initial sample topic labels to the words within the
documents. In a few iterations, these assignments are
strengthened proportionally for a document belonging to a
specific topic to the probability that a word was generated
given that topic. With the final model yielding case topic
distribution, efficient document classification and retrieval
become possible.

Figure 2: Topic Distribution Across Legal Cases

Figure 2 quantifies the available legal topics in the dataset
by identifying the number of cases pertaining to each
topic. From the previous analysis, it was noted that
Employment Law was the most populated case area,
followed in lesser stride by Contract Disputes and
Intellectual Property. Criminal Law cases seem to be the
least represented and may suggest either lacking supply
within the dataset or under-reporting for such cases. This
distribution assists in identifying what legal topics tend to
dominate the dataset and which ones may need deeper
exploration.

Figure 3: Case Similarity Matrix

Figure 3 captures one more dimension of cases with a
case similarity matrix: the interrelation of various legal
domains. Notable is the degree of similarity between two
constituent parts, Contract Law and Intellectual Property
Law, which are closely associated. Yet other legal
domains such as Criminal law have very low similarity to
the rest of legal topics which indicates their particularity
and low association with corporate, contract, or family
relations cases. Both Corporate and Family Law have
moderate similarity, probably due to common features
emerging in business and personal relations.

B. SUMMARIZATION

Legal documents can be very wordy, so summarization
becomes imperative in order to gain critical insights. This
system uses extractive summarization, which picks specific
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sentences from a document considering its statistical and
linguistic features. Unlike abstractive summarization which
creates new sentences, extractive summarization uses
existing ones.

The system applies Term Frequency-Inverse Document
Frequency so that important words can highlight. Important
legal terms like “plaintiff,” “jurisdiction,” and “precedent”
are included for consideration, whereas superfluous or
legally unimportant words are left out. Named entity
recognition methods also help in looking relevant legal
entities so that important judicial rulings, sentences and
case arguments can be highlighted and seen.

Honing in on a specific case remains a challenge in legal
summarization. Particular case synthesization must remain
semantically accurate so that all legal implications are
preserved. To solve this problem, the summarization
algorithm checks selected sentences against legal databases
containing monitored context words using term validation
to ensure terms are used appropriately. So summaries are
important to extract from long documentation so that it can
give clear insight and also if sometime someone misses
anything important they can fill the gap in the case.

C. VERDICT CLASSIFICATION

To know about the situation accurately, if someone is
Guilty or Not Guilty, one must possess advanced
knowledge in the fused concepts of linguistics and legal
cases. For a system to achieve this goal, deep learning
models like TextCNN and TextDenseNet which specialize
on the logical features of texts.

Feature extraction starts with a pedagogical step called
vectorization or embedding, where legal documents are
minted into mathematical objects known as vectors using
Word2Vec or GloVe. Legal documents are structured in a
hard way. Therefore, these embeddings help explain the
relations between words. The convolutional layers of
TextCNN capture critical patterns like high frequency
phrases in the verdicts for DeepCNN TextCNN, one of the
models in the system. On the other hand, for allowing these
even shallower context learning TextDenseNet improves
feature extraction with multiple dense connectivity.

So it highlights the key points which are there in the
documents or which are easy to miss by humans. Give this
context, accuracy of prediction becomes excessively
difficult. While it remains probable to issue a verdict based
prediction, additional legal reasoning considering nuances
of the particular case remains essential.

D. FINE PREDICTION

Deciding the penalty is again not easy because it depends
on various factors such as the level of offense, financial
harm inflicted, and jurisprudential practices. This system
employs a regression approach to fine estimation by
studying historical case data to find patterns which
determine penalties.

The model looks at a dataset containing legal fines and
their corresponding features such as the statutory clause,

the mitigating and aggravating circumstances, past fines for
the same offense, and other relevant details. Subsequently,
the amount of fines in new cases is estimated based on a
regression model. Random Forest Regression and Gradient
Boosting improve the fine prediction accuracy because of
the details of the cases and the fines imposed.

The stringency of judicial discretion is one issue with
preset limits on estimated fines. In contrast to other
methods of defined sentence minimums and maximums,
fines are rather contingent on an argument presented to the
case, external factors like settlements, and negotiation
methods such as plea bargains. In an effort to limit errors,
the system cyclically adjusts its model to be more aligned
with actual fines set in practice.

E. QUESTION ANSWERING MODULE

Lawyers and other legal professionals often seek
straightforward responses to specific questions related to
legal documents and cases. The question answering module
allows interviewers to access specific information about
legal documents and provides information based on how
questions are phrased in everyday language.

Such a system should be able to deal with “Wh” questions
"such as “What are the penalties for corporate fraud?”
where legal concepts relevant to the question can be
identified from the inquiry using a keyword matching
approach with some level of classification done on the
cases. Moreover, semantic search algorithms are used to
order the summaries of the cases in relation to the question
posed to ensure answers are contextually correct based on
the provided context.

Challenges arise when handling negation-based queries,
where a user may ask for the opposite of an expected
answer. Additionally, interpreting synonyms, antonyms,
and sentiment variations can be difficult, as legal language
often contains subtle distinctions in meaning. To enhance
the precision, the system uses legal knowledge graphs
which assist in outlining relations between legal concepts
and case law. This understanding improves the pertaining
reasoning which gives correct information legally.

F. DATA ANALYSIS & VALIDATION

Precision and credibility of the system’s governing
information entail thorough data scrutiny and confirmation.
Both predictive and exploratory analysis methods are
applied in measuring the system’s performance in topic
classification, summarization, verdict prediction, and
estimation refinement.

LDA’s output thematization is juxtaposed with labeled legal
topics and Bolsover cynically checks if logic is social and
peace loving theory of the integration process. Key
arguable law support facts encapsulated in case chronicles
fragment are scrutinized to ascertain no essential arguments
are left out.

For prediction of class verdict and fine level heretofore
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cited measures of dependability such as accuracy, precision,
recall and F1 score are used. They are checked against
some basic guidelines by law practitioners to ensure
nothing looks like bias and has crept in in generated outputs
after thorough cross threat with other evaluative approaches
called care testenda.

Over repeat cycles with algorithm modification for
classification followed by summarization primitive like
creep is controlled and accuracy kept strong in the domain
of legal texts.

G. LIMITATIONS & ETHICAL CONSIDERATIONS

Although the system helps to analyze legal texts
immensely, it does still have limitations nevertheless.
Firstly, while custom NLP algorithms remove the need for
running the analysis merely at the prompt of a user, they
too can introduce computational costs and latency over
existing NLP libraries. Secondly, for user queries that are
ambiguous in nature, such as discussing negation or
reasoning based on sentiment, analysis continues to present
challenges due to the complexity of legal language.

Another notable limitation that we encountered was with
fine predictions: penalties may be confounded by
exogenous legal factors, including a judge, settlement, or
legislature action, which cannot be measured using
text-based analysis. These external paradigms still limit the
systems' abilities to provide cross-institutional fine
predictions. Beyond these limitations, an ethical
consideration related to data privacy and
bias-misinformation should also be acknowledged.

Regardless of the anonymization of the case data, there is a
potential for error towards the generation of misleading
conclusions. In order to be able to better communicate how
the system resolved whatever conclusion, user-explainable
AI (XAI) paradigms could further facilitate explanation. In
addition, user-legal and ethical compliance checks, while
providing human oversight, could facilitate human trust in
AI legal analytics.

V.RESULTSANDDISCUSSION
Two datasets consisting of legal case texts have been

utilized to analyze summarization and topic modeling
techniques.

A. INITIAL STEPS

1) The datasets consist of several columns including
case ID, case title, case description, plaintiff name,
defendant name, verdict, fine amount, and judge’s
comments.

2) The main column selected for analysis is the case
description column as this provides informative
details about legal proceedings.

3) The necessary column in this analysis, which is the
case description column, has been extracted from the
dataset.

4) The extracted column, or case description column,

has been pre-processed to remove stop words and
other dismissed legal jargon.

5) Stemming and lemmatization of the words were
performed using the spaCy library for
standardization.

6) A term dictionary for the dataset has been created
including a unique legal term and its index for each
term.

7) The list of legal case descriptions has been
organized as a Document-Term Matrix (DTM) for
potential further analysis.

B. LEGAL CASE SUMMARIZATION APPROACH

Legal documentation can often be quite lengthy, so in order
to fully review individual cases, automated summarization
is necessary so that the details of the cases can be examined
in a timely manner. This paper applies an approach that
summarizes using an extractive process, meaning case
details are selected to summarize the case based on the
importance of sentences. .

1. Word Frequency Analysis: Each case document is
examined for identifying legal terms that repeat
frequently (e.g. "plaintiff," "liability," "damages").

2. Sentence Scoring: A sentence is deemed relevant
when it has higher frequency legal terms.

3. Summary Extraction: The summaries consist of
the highest scored sentences that include important
legal arguments, the verdict, and penalties.

This summarization process uses important sentences to
reduce and summarize a complicated legal case, ultimately
making it easier to read, while still retaining a legitimate
legal summary.

C. PROPOSED LDA-BASED LEGAL TOPIC MODELING

Latent Dirichlet Allocation (LDA) was used to organize
legal cases by their relevant legal topic. The model
provides a distribution of topics for each case, which
organizes judicial decisions in a structured way. The LDA
parameters are as follows:

● T: Number of topics (e.g., Criminal Law, Contract
Disputes, Corporate Fraud, Intellectual Property).

● D: Number of legal case documents.
● V: Number of unique legal terms in the dataset.
● N: Number of words per document.
● wij: The jth word in the ith document.
● zij: The topic assignment for the jth word.

Each document's topic distribution (θ) is modeled as a
Dirichlet prior, ensuring that cases belong to multiple legal
categories based on word distributions (φ). The model uses
Gibbs Sampling, a technique that iteratively refines topic
assignments to improve classification accuracy.
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After fitting the model, legal cases were successfully
categorized into specific legal domains, improving the
efficiency of case retrieval and analysis.

LDA Steps:

Step 1: Input the number of documents, size of the
vocabulary and number of topics.
Step 2: Compute alpha which is the parameter of the
Dirichlet prior on the per-document topic distributions
and beta which is the parameter of the Dirichlet prior
on the per-topic word distribution.
Step 3: Loop over the documents and words within the
document:

a. assign a topic randomly to words
b. get the topic for word n in document m
c. keep track of our counts

Step 4: Again, loop over the documents and words
within it:

d. get the topic for word n in document m
e. decrement counts for word w with

associated topic z
f. sample new topic from a multinomial

according to our formula
g. set z as the new topic and increment

counts
Step 5: Fit the model constructed and plot the topic
distribution graph for a document i

D. FINE PREDICTION MODEL

The other salient purpose of this study is to predict
fines, based on written textual case descriptions and the
precedents. We have implemented a regression-based
machine learning model to create predicted fines based
upon case features, including:

● Nature of the offense (e.g., fraud, negligence,
contract violation).

● Severity of the crime (e.g., minor infraction vs.
felony).

● Legal precedents and statutory penalties.

Fine prediction was trained on a set of historic case
findings and fines to ensure that fine predictions were trend
aligned with case findings. We use feature engineering, to
extract penalty-related key phrases from legal texts to assist
with penalty estimation in context.

The results suggest the features extracted from text impact
fines; notably, higher fines are noted with severe legal
violations. The prediction accuracy improves with
additional legal precedents and/or other case metadata.

Figure 4: Sentiment Analysis of Legal Reviews

Figure 4 demonstrates the sentiment analysis of legal case
reviews, categorized into positive, negative, and neutral
sentiments. A significant portion of the reviews (50%) are
positive, reflecting a favorable perception of legal
proceedings or verdicts. However, 30% of the reviews
indicate negative sentiment, potentially pointing to
dissatisfaction with certain judgments or legal processes.
The remaining 20% are neutral, signifying reviews that
do not exhibit strong emotional inclinations. This analysis
is essential in evaluating public perception and
effectiveness of legal decision-making.

Figure 5: Precision-Recall Curve for Verdict Classification

Figure 5 is a Precision-Recall Curve comparing the
performance of TextCNN and TextDenseNet for Verdict
Classification. The AUC (Area Under Curve) values
indicate the models' ability to distinguish between Guilty
and Not Guilty cases.

VI. CONCLUSION
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In this research, a system was created to produce
summarized insights for legal case documents. This system
would help users, particularly legal professionals,
researchers, or persons who would like to develop an
effective understanding of the key aspects surrounding a
case.

The collection of summary models we propose rely on
LDA-based topic modeling which identifies meaningful
legal topics from case descriptions and is mapped to
relevant legal document sections to create dense but
readable summaries by implementing an extractive
summarization technique. One of the major issues relating
to most of the other systems discussed earlier was
redundancy in legal document summaries, something that
was able to be effectively reduced using our approach.

Furthermore, we added a question answering capability into
the system to assist users to find case-related material based
on specifying relevant legal topics. For example, if the user
inputs a term, such as “contract law”, our system is able to
retrieve summaries of cases related to that term. We also
provided a comparison of our case summarization tools in
relation to existing baseline models, and subsequently
illustrated how our module was able to overcome the
limitations of traditional methods.

We also plan as part of future work to take this system a
next step further into an entertaining web or phone-based
interactive platform that allows the user to use it as an
inbuilt legal research tool. This enhancement will allow
legal practitioners and researchers to quickly access
summarized legal case insights and make informed
decisions more efficiently.
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