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I. INTRODUCTION 

Nowdays, a lot of data storange is 

starting to be stored in the could where the data is 

increasingly and continuously increasing into a lot 

of data, known as Big Data (BD). The data is 

fairly complex so it needs to be stored, processed 

and well organized so that in the future it can be 

utilized [1] to obtain relevant information. The 

data that is too large so not possible to bestored on 

an ordinary server, therefore the existence  of 

Cloud Computing (CC) will ease the burden on 

humans who may have difficulties in processin 

data individually without the help of computer 

machines. Especially if the data that needs to be 

processed must be done in a short time.of course 

to manage this large data will not be able to be 

done manually.this researah is related to Big Data 

Analytics (BDA),which acts as a large –scale data 

provider and has a sophisticated and measurable 

computing infrastructure[3].in this paper,we will 

analyze and compare the Relational Data Base 

Management System (RDBMS),which is Google 

BigQuery with Spark SQL. Where both of them 

function to collect large data in a short period of 

time with super-fast queries. Spark SQL it self is a 

module developed by Apache Spark which 

functions to help processing data on a large scale 

usually used for calling SQL,multimedia data and 

data streams [4]. The Google Cloud Platform 

releases the same product as Spark, Google 

BigQuery is one of the CC solutions that is useful 

for data analysis, data science and big data [5]. 

Comparison of these two RDBSM, for the 

classification of our data using K-Nearest 

Neighbor (K-NN) algorithm and Naive Bayes 

Algorithm. 

 

II. Literature Review 
The importance of managing BD well is very 

necessary for companies that have data with high 
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levels of complexity. Until now many solutions 

have been to overcome BD. It can be seen from the 

many applications and alternative technologies that 

have emerged, one of which is the Google 

BigQuery RDBMS and Spark SQL which will be 

discussed in this paper. 

A. Big Data Analytics (BDA) 
 

The existence of BDA, data of large scale can 

be collected organized and analyzed which in the 

future is usefull to see the flow and get information 

than can  be utilized. For large companies in the 

current digital era, to make the right decision,it is 

necessary to first analyze it by utilizing BDA. Thus 

the company will be  right on target in making 

decisions because it has been provided with the 

results of analysis of previous  data processing. 

BDA is not only applied to certain fields, say in the 

field of information technology. But this But this 

BDA is unlimited, meaning it can be used also in 

other industrial fields. Because BDA has the ability 

to develop plat forms and new tools to store, 

process and speed up data in large capacity [6]. 

B. Cloud Computing (CC) 
 

Basically simple cloud computing (CC) is a 

technology that makes the internet the foundation. 

Thus to use CC, it is necessary to connect to the 

internet first, and then users can use applications 

that are used to manage data. Google Drive is an 

example of CC implementation develoed by google. 

Other examples such as Dropbox Blue Cord 

Initiative from IBM and many more. According to 

[7] CC is computing requires the interne to access 

all sevices which will be used simultaneously more 

than one user. 

C. Google BigQuery 
 

Google BigQuery is referred to as the  right tool 

for BD analysis and is capable of reaching terabytes 

and petabytes and processing data very quickly in 

just second [8]. According to [9], Goggle BigQuery 

is the most appropriate solution for big data storage 

in the cloud.  Google BigQuery offers a powerful 

REST-API for streaming data into tables or loading 

it via batch-job[10]. 

D. Spark SQL 
 

In BD processing, hadoop MapReduce 

developed the apache  spark platform which will 

help increase the acceleration of processing data  at 

large capacity [11]. Spark is an algorithm designed 

to process memory storage support, as well as 

efficient error storage recovery, where spark 

consists of two APIs, which consist of frames, 

spark SQL DataSet frame is one interface that must 

be used by most users. According to [12] apache 

Spark is processing data in a large scale memory 

with the addition of various master and slave nodes 

[13]. 

E. K-Nearest Neighbors (K-NN) 
 

The algorithm is reffered to as one of the 

classification methods by classying it by looking at 

the similarity of object with class {14}. K-NN is 

the most widelyused data for  data meaning because 

it is simple and the results are accurate [15]. 

Whereas accoding to [16] K-NN is a method that 

uses the trainingphase that is, this algorithm only 

stores feature vectors and classification of sample 

training data. 

F. Naive Bayes 
 

Naive Bayes comes from the Bayes rule, 

which is a simple method by looking at existing 

conditions and opportunities or probabilities in each 

condition [17]. Naive Boyes is probability 

calculation method. Naive Bayes is uses the Bayes 

theorem,  the theorem in statistics to find 

opportunities from one class from each group of 

attributes that exist and determine the class where 

the most optimal. 

 
III. Research Methods 

The researcher used the K-NN and Naive Bayes 

algorithms with Google BigQuery RDBMS and 

Spark SQL  in processing data to detemine asthma. 

A. Google BigQuery vs. Spark SQL 
 

In table 3.1 shows the differences and 

similarities of google bigquery and spark sql in 

terms of specifications and provenance. 
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Information Google BigQuery Spark SQL 

Definition Data wrehouse services 

on a large scale only by 

adding tables 

Component above 

‘Spark Core’ for 

structured data 

processing. 

Primary database 

model 

RDBMS RDBMS 

Secondary 

database models 

Key value store Key value store 

Developer Google  Apache software 

foundation 

Year of release 2010 2014 

Licence  Paid free 

Supported 

programming 

languages 

.Net 

Java 

Java script 

Objective-C 

PHP 

Python 

Ruby  

Java 

Python 

R 

Scala  

 

Figure 3.1 comparison of Google BigQuery vs. 

Spark SQL 

 

B. K-Nearest Neighbors (K-NN) 
 

According to [18] K-NN is a valid data 

classification technique. K-NN thats supervised 

learning algorithm method, where most classes 

appear to be the  result of classification. The K-NN 

formula [19] there : 

  

���, �� = 		
 = 1�

 ��������� + ���������� 

information : ��������� : Data training ke-i �������� : Data testing 

i  : Record (line) to-i from table 

n  : amount of training data 

 

In the research conducted by [20], explain the 

steps of K-NN, there are : 

1. Determine the parameter K ( value of 

nearest neighbor) 

2. Calculate the euclidean distance  of each 

object against the sample data 

3. Sort each object into groups that have the 

smallest euclidean distance 

4. Collect Y category (Nearest Neighbor 

Classification) 

By using the mojority category, the 

classification result are obtained. 

C. Naive Bayes 
 

Naive Bayes in this study, the researcher 

made a decision by knowing the probability or 

oppurtunity of patients susppected of having 

asthma. When viewed in a formula, it is as follows : 

 

���|�� = ���|��+��������  

 

Information : 

• p(A|B) is probability A due to B 

• p(B|A) is probability B due A 

• p(A) is probability A regardles of any factor 

• p(B) is probability B regardles of other 

factors. 

 

IV. Result and Discussion 

In this study, the researcher will compare two 

Google BigQuery RDBMS with spark SQL and for 

their case studies classify asthma diagnoses using 

two classifications of the K-NN algorithm and 

Naive Bayes. First, the researcher prepare 

questionnaire as in Table 4.1  for asthma patients. 

 
Code Questions Yes/no 

G1 Are there breath sounds (wheezing)?  

G2 Is cough  

G3 Whether shortness of breath 

suddenly? 

 

G4 Is intensity of severe tightness?  

G5 Is the chest feel heavy?  

G6 Wheather restless?  

G7 Whether shortness of breath relapse?  

G8 Is the intensity of crowded from low 

to medium? 

 

G9 Is sometimes there feel a breath 

(wheezed) or not? 

 

G10 Whether Sometimes cough?  

G11 Whether shorthness of breath often 

relapse because of dust, the smoke, 

and the cold air? 

 

Figure 4.1 asthma questionnaire 
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A. Disease Diagnosis 

 

The researcher make 3 categories of astma 

diagnoses, namely chronic asthma, and periodic 

asthma. Table 4.2  shows the names of asthma 

based on the names of asthma based on the 

diagnosis experienced by the patient. 

 
Asthma Cough Shorthness of 

breath 

diagnoses 

∨	 ∨	 ∨	 Asthma chronic 	 	 ∨	 Asthma Acute 	 ∨	 ∨	 Asthma periodic ∨	 	 	 Asthma Acute ∨	 	 ∨	 Asthma chronic ∨	 ∨	 	 Asthma periodic 

Table 4.2 Diagnosis of Asthma 

B. K-NN And Naive Bayes 
 

Figure 4.1 in the form of a diagnosis of chronic 

asthma using the K-NN algorithm: 
 

 
Figure 4.1 Diagnosis of Asthma with K-NN 

 

Based on figure 4.1 displays the results for 

the diagnosis of chronic asthma with known value 

k=3. Patients answer all questions as in table 4.1 

with answers yes all means  the closest answer is 

cronic Asthma with a diagnostic value = 0. Then 

because the value of K is filled = 3, then there are 2 

more diagnoses, as in figure 4.1, the second K value  

= 5 and the third K value is the same ”5”, but with a 

different disease diagnosis. 

 Next in figure 4.2 is the result of diagnosing 

the disease using Naive Bayes. Patients fiull out 

questions by answering yes to coughing and 

tightness, not answer to wheezing. Produce the 

most presentations to the diagnosis of periodic asma 

as much as 72%. 

 
The Name of the 

disease 

Asthma 

Acute 

Asthma 

chronic 

Asthma 

periodic 

Information 9% 19% 72% 
 

Figure 4.2 Diagnosis of Asthma with Naive Bayes 
 

When carrying out data retrieval with a database 

from Google BigQuery the average timeit takesis 

around 0.019 seconds to display 13 data lines. 

Whereas if you use spark SQL, The average time 

produced is around 0.065 seconds. 

 

V. Conclusion 

Based on the research that has been done then the 

researcher conclude some conclusions as follows : 

: 

1. The process of testing the diagnosis of 

asthma using K-Nearest Neighbors and 

Naive Bayes the differences in the 

calculation method and the output results. 

2. Measurements in the processing asthma data 

in second produce Google BigQuery faster 

than Spark SQL. 
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