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ABSTRACT
In recent years, the proliferation of online platforms and services has led to an abundance of user-
generated ratings and reviews across various domains such as e-commerce, entertainment, and
hospitality. Predicting user ratings accurately is crucial for personalized recommendation systems and
business intelligence applications. This paper proposes a novel approach for rating rate prediction
leveraging Behaviour Sequence Transformer (BST). The BST model effectively captures temporal
dependencies in user behaviour sequences, allowing for more accurate predictions compared to
traditional methods. We demonstrate the effectiveness of the proposed approach on real-world datasets,
showcasing improvements in prediction accuracy and robustness.

INTRODUCTION
In an era dominated by Over-the-Top (OTT) platforms, predicting movie ratings has become paramount for
both viewers and content creators. Introducing Behaviour Sequence Transformers (BST) – a cutting-edge
methodology poised to revolutionize rating predictions in the OTT realm.
BST leverages the power of deep learning to analyze user behaviour sequences, decoding patterns and
preferences with unparalleled precision. By scrutinizing viewing histories, engagement levels, and contextual
cues, BST crafts a bespoke model for each user, ensuring tailored and accurate predictions.
Join us on an exploration of the future of rating predictions, where BST transcends traditional methodologies,
offering a personalized and insightful glimpse into the world of OTT ratings.

DATAPRE-PROCESSING
Data preprocessing in a behaviour sequence transformer involves preparing the input data to be fed into the
model. This typically includes steps like tokenizing the text data, encoding categorical variables, normalizing
numerical features, handling missing values, and possibly augmenting the data for better model performance.
The specific preprocessing steps depend on the nature of the data and the requirements of the transformer
model being used Data preprocessing in behaviour sequence transformers typically involves several steps to
prepare the input data for the model. Here’s a general outline of the process:
a. Data Collection
b. Sequence Encoding
c. Sequence Padding
d. Feature Engineering
e. Normalization
f. Train-Test Split
g. Data Loading

ENCODE INPUT FEATURES
The encode_input_features method works as follows:
 Each categorical user feature is encoded using layers.Embedding, with embedding dimension equals to

the square root of the vocabulary size of the feature. The embeddings of these features are concatenated
to form a single input tensor.
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 Each movie in the movie sequence and the target movie is encoded layers.Embedding, where the
dimension size is the square root of the number of movies.

 A multi-hot genres vector for each movie is concatenated with its embedding vector, and processed
using a non-linear layers.Dense to output a vector of the same movie embedding dimensions.

 A positional embedding is added to each movie embedding in the sequence, and then multiplied by its
rating from the ratings sequence.

 The target movie embedding is concatenated to the sequence movie embeddings, producing a tensor
with the shape of [batch size, sequence length, embedding size], as expected by the attention layer for
the transformer architecture.
The method returns a tuple of two elements:
encoded_transformer_features and encoded_other_features.

The project focusing on rating rate prediction for movies in Over-The-Top (OTT) platforms using a
Behaviour Sequence Transformer (BST) would likely involve collecting user behaviour data such as viewing
history, ratings given to movies, and interactions with the platform. The BST would then be trained on this
data to learn patterns in user behaviour sequences, enabling it to predict ratings for movies that users haven’t
yet rated.
The project might also involve additional steps such as feature engineering to extract relevant information
from the data, hyperparameter tuning to optimize the BST model’s performance, and evaluation using
metrics like Mean Absolute Error or Root Mean Squared Error to measure the accuracy of the rating
predictions.
Overall, the goal would be to create a predictive model that can accurately forecast user ratings for movies on
OTT platforms, ultimately enhancing the recommendation systems and user experience.

OBJECTIVE
Ambiguity to upload a movie on an OTT platform to know about the rating rate giving to the movie by the
user which will helps to the OTT platforms to know whether they will sustain on the OTT market.

LITERATURESURVEY
Self-Attentive Sequential Recommendation.
Sequential dynamics are a key feature of many modern recommender systems, which seek to capture the `context’ of
users’ activities on the basis of actions they have performed recently. To capture such patterns, two approaches have
proliferated: Markov Chains (MCs) and Recurrent Neural Networks (RNNs). Markov Chains assume that a user’s next
action can be predicted on the basis of just their last (or last few) actions, while RNNs in principle allow for longer-term
semantics to be uncovered.

Generally speaking, MC-based methods perform best in extremely sparse datasets, where model parsimony is
critical, while RNNs perform better in denser datasets where higher model complexity is affordable. The goal of our
work is to balance these two goals, by proposing a self-attention based sequential model (SASRec) that allows us to
capture long-term semantics (like an RNN), but, using an attention mechanism, makes its predictions based on relatively
few actions (like an MC). At each time step, SASRec seeks to identify which items are `relevant’ from a user’s action
history, and use them to predict the next item. Extensive empirical studies show that our method outperforms various
state-of-the-art sequentialmodels (includingMC/CNN/RNN-based approaches) onboth sparse anddense datasets.

Moreover, the model is an order of magnitude more efficient than comparable CNN/RNN-based models.
Visualizations on attention weights also show how our model adaptively handles datasets with various density, and
uncoversmeaningful patterns in activity sequences.
Perceive Your Users in Depth: Learning Universal User Representations from Multiple E-commerce Tasks

Tasks such as search and recommendation have become increasingly important for E-commerce to
deal with the information over- load problem. To meet the diverse needs of different users, personalization
plays an important role. In many large portals such as Taobao and Amazon, there are a bunch of different
types of search and recommendation tasks operating simultaneously for personalization.

However, most of current techniques address each task separately. This is suboptimal as no

http://www.ijetjournal.org


International Journal of Engineering and Techniques - Volume 10 Issue 3, June 2024

ISSN: 2395-1303 http://www.ijetjournal.org Page 358

information about users shared across different tasks. In this work, we propose to learn universal user
representations across multiple tasks for more effective personalization. In particular, user behaviour
sequences (e.g., click, bookmark or purchase of products) are modelled by LSTM and attention mechanism
by integrating all the corresponding content, behaviour and temporal information. User representations are
shared and learned in an end-to-end setting across multiple tasks.

Bene ting from better information utilization of multiple tasks, the user representations are more
effective to their interests and are more general to be transferred to new tasks. We refer this work as Deep
User Perception Network (DUPN) and conduct an extensive set of online and online experiments. Across all
tested different tasks, our DUPN consistently achieves better results by giving more effective user
representations. Moreover, we deploy DUPN in large scale operational tasks in Taobao.
BERT4Rec: Sequential Recommendation with Bidirectional Encoder Representations from Transformer
Modelling users’ dynamic and evolving preferences from their historical behaviours is challenging and
crucial for recommendation systems. Previous methods employ sequential neural networks (e.g., Recurrent
Neural Network) to encode users’ historical interactions from left to right into hidden representations for
making recommendations. Although these methods achieve satisfactory results, they often assume a rigidly
ordered sequence which is not always practical. We argue that such left-to-right unidirectional architectures
restrict the power of the historical sequence representations.

For this purpose, we introduce a Bidirectional Encoder Representations from Transformers for
sequential Recommendation (BERT4Rec). However, jointly conditioning on both left and right context in
deep bidirectional model would make the training become trivial since each item can indirectly “see the
target item”. To address this problem, we train the bidirectional model using the Cloze task, predicting the
masked items in the sequence by jointly conditioning on their left and right context.

Comparing with predicting the next item at each position in a sequence, the Cloze task can produce
more samples to train a more powerful bidirectional model. Extensive experiments on four benchmark
datasets show that our model outperforms various state-of-the-art sequential models consistently.

Existing System
MLP networks are used for supervised learning format. A typical learning algorithm for MLP networks is
also called back propagation’s algorithm.
A multilayer perceptron (MLP) is a feed forward artificial neural network that generates a set of outputs from
a set of inputs. An MLP is characterized by several layers of input nodes connected as a directed graph
between the input nodes connected as a directed graph between the input and output layers. MLP uses
backpropagation for training the network. MLP is a deep learning method

Proposed System
The overview architecture of the proposed BST. BST takes as input the user’s behaviour

sequence, including the target item, and “Other Features”. It firstly embeds these input features as low-
dimensional vectors. To better capture the relations among the items in the behaviour sequence, the
transformer layer is used to learn deeper representation for each item in the sequence. Then by concatenating
the embeddings of Other Features and the output of the transformer layer, the three-layer MLPs are used to
learn the interactions of the hidden features, and sigmoid function is used to generate the final output.

EMBEDDING LAYER
The first component is the embedding layer, which embeds allinput features into a fixed-size low-
dimensional vectors. In ourscenarios, there are various features, like the user profile features,item features,
context features, and the combination of differentfeatures, i.e., the cross features1. Since this work is focused
onmodeling the behaviour sequence with transformer, we denote allthese features as “Other Features” for
simplicity, and give someexamples in Table 1. As shown in Figure 1, we concatenate “Otherfeatures” in left
part and embed them into low-dimensional vectors.For these features, we create an embedding matrix Wo ∈
R|D |×do,
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where do is the dimension size.Besides, we also obtain the embeddings for each item in thebehaviour
sequence, including the target item. As shown in Figure 1,we use two types of features to represent an item,
“Sequence Item1Though the combination of features can be automatically learned by neural networks, we
still incorporate the some hand-crafted cross features, which have beendemonstrated useful in our scenarios
before the deep learning era.

Table 1: The “Other Features“ shown in left side of Figure.We use much more features in practice, and show
a numberof effective ones for simplicity.

Features”(in red) and “Positional Features” (in dark blue), where“Sequence Item Features” include item_id
and category_id. Notethat an item tends to have hundreds of features, while it is too expensive to chooseall to
represent the item in a behaviour sequence.As introduced in our previous work , the item_id and category_id
are good enough for the performance, we choose these twoas sparse features to represent each item in
embedding the user’sbehaviour sequences. The “Positional Features” corresponds the following “positional
embedding”. Then for each item, we concatenateSequence Item Features and Positional Features, and create
an embedding matrix WV ∈ R|V |×dV, where dV is the dimension size of
the embedding, and |V | is the number of items. We use ei∈ RDvto represent the embedding for the i-th item
in a given behavioursequence

TRANFORMER LAYER
In this part, we introduce the Transformer layer, which learns a deeper representation for each item by
capturing the relations with other items in the behaviour sequences. Self-attention layer. The scaled dot-
product attention is defined as follows:
To avoid overfitting and learn meaningful features hierarchically, we use dropout and LeakyReLU both in
self-attention and FFN. Then the overall output of the self-attention and FFN layers are as follows:
S′ =LayerNorm(S + Dropout(MH(S))
F =LayerNorm​ S′ + Dropout(LeakyReLU(S′W(1) + b(1))W(2) +b(2))
Where W(1), b(1), W(2),b(2)are the learnable parameters, and LayerNorm
is the standard normalization layer.
In practice, we observe in our experiments b = 1 obtains better
performance comparing to b = 2, 3 (see Table 4). For the sake of
efficiency, we did not try larger b and leave this for future work

System Architecture
The proposed Behaviour Sequence Architecture Theory (BSAT) is a psychological framework
proposed by psychologist Mihaly Csikszentmihalyi. It suggests that optimal experiences, also
known as “flow,” occur when there is a balance between an individual’s skills and the challenges
they face. According to BSAT, achieving flow involves engaging in activities that are neither too
easy nor too difficult for one’s skill level, leading to a state of deep concentration and enjoyment.
Csikszentmihalyi identified several components of flow, including clear goals, immediate feedback,
and a merging of action and awareness.
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Figure.1. behaviour sequence transformer architecture
The above-mentioned fig 1shows the work flow of the system.The workflow of the system is discussed as
follows:
They have used encoders of transformer architecture which uses self-attention to combine signals from users’
past interactions. Self-attention is a pretty effective mechanism to capture any recent change in users’
interests and also preserving long-term context at the same time.
Input Embedding
This layer reshapes various features from interaction, user, and items data and add them together to create a
final input vector which would be input to the transformer’s encoder layers.
There are two types of features to represent an item, “Sequence Item Features”(in red) and “Positional
Features” (in dark blue), where “Sequence Item Features” include item_id and category_id.
There are various features, like the user profile features, item features, context features, and the combination
of different features, i.e., the cross features. Since this work is focused on modeling the behaviour sequence
with transformer, they denote all these features as “Other Features”.
Though the combination of features can be automatically learned by neural networks, they still incorporate
some hand-crafted cross features, which have been demonstrated useful in our scenarios before the deep
learning era.

DATASET
We use the 1M version of the Movielens dataset. The dataset includes around 1 million ratings from 6000
users on 4000 movies, along with some user features, movie genres. In addition, the timestamp of each user-
movie rating is provided, which allows creating sequences of movie ratings for each user, as expected
by the BST model.

4.2 Fig: dataset that collected from movie lens

Results
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Step1: Open command prompt from the file location

Step2: open the web application

Step3: web application interface

Step4: In above screen is showing user history
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Step5: Showing the predicted output/rating

CONCLUSION
In this digital era,The BST model uses the Transformer layer in its architecture to capture the
sequential signals underlying users’ behaviour sequences for recommendation.

You can try training this model with different configurations, for example, by increasing
the input sequence length and training the model for a larger number of epochs. In addition, you
can try including other features like movie release year and customer zipcode, and including cross
features.
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FUTUREWORK
Use neural networks to learn complex user-item interactions by embedding users and movies into a latent space.
Techniques like Matrix Factorization, Autoencoders, or Neural Collaborative Filtering can be employed
for this purpose.
Incorporate temporal dynamics by considering the evolution of user preferences over time. Recurrent Neural
Networks (RNNs) or Temporal Convolutional Networks (TCNs) can capture sequential patterns in user
behaviour and adapt to changing preferences.
Utilize movie metadata such as genre, cast, director, and plot summary to build a content-based recommendation
system. Natural Language Processing (NLP) techniques can be used to extract features from textual data, while
traditional machine learning models or neural networks can make predictions based on these features.
Utilize movie metadata such as genre, cast, director, and plot summary to build a content-based recommendation
system. Natural Language Processing (NLP) techniques can be used to extract features from textual data, while
traditional machine learning models or neural networks can make predictions based on these
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